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PART A — (10 x 1 = 10 marks)
Answer ALL questions.

Choose the correct answer :

1.  Which one of the following is not true in a vector

space V

(@ a0=0VacF
b) O0wv=0Vuveuv
© aw)=(au

(d) a(u+v):au+av



In a vector space, the set of all vectors under
addition is a

(a) field (b) ring
(c) group (d) abelian group

If dim A = 4, dim B = 3 and dim(4 + B) = 6 then
dim(A N B) = ?

(@ 1 (b) 8
(© 4 d 2

If A and B are any two subspaces of a vector
space V then

(a) dimA+dimB <dmV

(b) dim(A + B)<dimV

(¢ dmA+dimB>dimV

(d dimA+dimB=dmV

If T:V — W is alinear transformation then
(a) dimV <dim7T(V)

(b) dimV =dim7T(V)

(© dimV >dim7T(V)

(d) None of these
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7] =
7
(a) g
7
(c) g

The rank of the matrix

(@ 1
(¢ 3

(b)

(d)

o O o+~

S = = N

1s

S = = DN
o o o =

Choose the matrix for which the inverse exists

3 3
(b) (2 2J
1 2
o ()2

2 1.5
o ()

© (:

20

3
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|
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10.

11.

The characteristics equation of the matrix
A= [; ﬂ is

@ x*-2x+7=0 (b)) x*+2x-5=0

(0 x*-2x-5=0 (d x*-2x+5=0
The quadratic form of the matrix (é (1)j 18
@ «®+y° (b)  2xy

(© x®+2xy (d) (x + y)2

PART B — (5 x 5 = 25 marks)

Answer ALL questions, choosing either (a) or (b).

(a)

(b)

If A and B are subspaces of a vector space
V then prove that A N B is also a subspace
of V.In A U B a subspace of V?

Or

I 7 .R° SR defined by
T(a,b) = (2a - 3b, a + 4b) then verify

whether 7T is a linear transformation or not.
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12.

13.

14.

(a)

(b)

(a)

(b)

(a)

(b)

Prove that S = {(2, -3, 1), (0, 1, 2), (1, 1,2)} 18
a basis for V;(R).

Or
LetV be a finite dimensional vector space
over a field F and A be a subspace of V.

Prove that there exists a subspace B of V
suchthat V=A® B.

Prove that an orthogonal set of non-zero
vectors in an inner product space is linearly
independent.

Or

Find the linear transformation determined
1 11

by the matrix | O 1 1| with respect to the
-1 11

standard basis {el,ez, eg} in V;(R).

Verify Cayley-Hamilton theorem for the

3 3 4

matrix |2 -3 4.
0 -1 1
Or

Find the rank of the matrix
0 1 2 1
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15. (a) Prove that the characteristic roots of a
Hermitian matrix are real.
Or

(b) Find the matrix of the bilinear form
f(x, y)=x1y2 —x,y; Wwith respect to the

standard basis in V, (R).

PART C — (5 x 8 = 40 marks)

Answer ALL questions, choosing either (a) or (b).

16. (a) Prove that ®"” is a vector space over R.
Or

(b) If A and B are two subspaces of a vector
space V over a field F then prove that
A+B _ B

A ~TAnB’

17. (a) (1) Prove that any subset of a linearly
independent set in a vector space V 1is
linearly independent.

(i1) Let V be a vector space over a field F .

Let S, T<V. Prove that
L(SuT)=L(S)+ L(T).
Or

(b) Let V be a finite dimensional vector space
over a field F . If W is a subspace of V' then
show that dim(V /W)= dimV - dim W .
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18.

19.

20.

(a)

(b)

(a)

(b)

(a)

(b)

Prove that every finite dimensional inner
product space has an ortho-normal basis.
Or

If V and W are vector spaces of dimensions
m,n respectively over F then show that

L(V,W) is a vector space of dimension m.n
over I'.

State and prove Cayley-Hamilton theorem.

Or
1 1 2 1
0 -2 0 O
Find the inverse of by
1 2 1 -2
0 3 2 1

elementary transformation.

Find the eigen values and eigen vector of the

0 1 1
matrix (-4 4 2
4 -3 -1
Or

Reduce the quadratic form

2%,%9 — X1Xg + XX, — XgXg + XoX, — 2%3%, tO
the diagonal form using Lagrange's method.
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